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Abstract
This document presents the main results of the WorkPackage 3 of the PRIN
2022 project EPICA. In particular, it introduces ArguGraph, an argument map
induction pipeline that combines claim extraction, co-reference resolution, and
textual entailment NLP modules powered by LLMs with graph-based heuris-
tics.

1 Introduction

This document is the Deliverable 3.3 Technical report and scientific publica-
tions describing the analysis of PIC case studies1 of the PRIN 2022 project

1This deliverable is subject to changes in the event that errors or omissions are detected
after its release.
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Empowering Public Interest Communication with Argumentation (EPICA), funded
by European Union – Next Generation EU - Mission 4 “Education and Re-
search” component C2 - investment 1.1 (CUP D53D23008860006).

This deliverable is the main outcome of the Work Package 3 “Model-based
case analysis and model validation” of the EPICA project, and reports on the
research activities we have undertaken to achieve theoretical and methodolog-
ical advances in CA.

The document is organized as follows. Section 2 presents the definition of
Argument Mapping and discusses previous attempts to partially implement
argument mining pipelines. While Section 3 proposes to reframe the extrac-
tion of structurally organized argumentative content from a text as argument
map induction rather than argument mining, Section 4 gives an overview of
the ArguGraph algorithm. The dataset, experimental settings and results are
presented in Section 5. Section 6 presents some preliminary conclusions and
possible future perspectives for our work.

Each text or discourse can be argumentative to a certain extent. Automatically
extracting what the writer/speaker believes and why s/he believes it is the aim
of argument mining. Automatically extracting arguments has multiple applica-
tion scenarios: legal document analysis [15, 46], fact-checking and misinfor-
mation detection [14], automatic analysis of political discourse [17], automatic
evaluation of students’ writing skills [24], analysis of content from online debate
and e-partecipation platforms [5]. Argument mining has the potential to trans-
form fields that require reasoning, persuasion, or decision-making by enabling
automated and structured analysis of arguments.

The vast majority of NLP approaches structure argument mining as a three-
step process [20, 17]: argument identification, aiming at recognizing and ex-
tracting arguments from natural language; argument classification, aiming at
classifying arguments as argument’s components (e.g., claims and premises)
and, finally, argumentative relations prediction, aiming at labeling - in general,
as support or attack - the relations between arguments previously identified.

However, this well-thought-out modular approach to the task has not made it
solvable. Argument mining is a challenging task because i) manually anno-
tated datasets that are essential for training and testing models are heteroge-
neous for the textual genre and annotation schemes, making the results less
generalizable; ii) the pipeline is modular and, consequently, errors made at
one level will propagate to the other levels, and iii) currently, argument min-
ing pipelines are heavily anchored to the textual level and are unable to ex-
tract and connect non-contiguous argumentative elements [2], making hard
the extraction and comparison of argumentative units from contexts that are

2



not monological.

With the emergence of Large Language Models (LLMs) the challenge still per-
sists, because LLMs are capable of performing well on a single-stage task
based on knowledge extraction, but not on the derivation of structured content
from text reconstructed and filtered through the reasoning capabilities of the
model itself. Specific models trained for specific tasks have been developed
[1, 32] but they need fine-tuning for the specific datasets analyzed and are not
usable in a zero-shot scenario.

To handle these shortcomings, we propose a shift in perspective on this task
introducing ArguGraph, an argument map induction pipeline that passes the
outputs of claim extraction and co-reference resolution modules to LLMs de-
voted to NLI-based zero-shot classification. A set of graph-oriented heuristics
enables the induction of an argument map as a directed graph [47]. Inspired
by the literature on argument mapping as the process of structurally repre-
senting the relationships between arguments, claims, and evidence in a text
through manual argument mapping tools like Araucaria [31] we aim at deriving
from short argumentative texts their argumentative core. This work aims to
propose an alternative methodology to argument mining for extracting the ar-
gumentative content of a text and to experimentally investigate, as a first step,
the extent to which the emerging structure overlaps with that found in a text
manually annotated for arguments.

As illustrated in Figure 1, ArguGraph outputs a graph-based representation
of the argumentative content of a text by splitting it into sentences, summa-
rizing the claims in each sentence, and selecting the most probable textual
entailment relation for each pair of sentences. A set of theoretically motivated
heuristics is then applied to derive a more concise subgraph from the graph-
based representation through iterative pruning.

2 Related Work

2.1 Argument Mapping

Argument maps (also called argument diagrams) are tools that help users to
visually and hierarchically depict the structure of an argument by making ex-
plicit the relationships between their constituents, e.g., premises and claims
[30, 44, 23]. These two-dimensional graphs typically use colored boxes to rep-
resent propositions (e.g., the wording of the claim) as well as arrows and lines
to highlight the inferential relationships between propositions (e.g., an associ-
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Figure 1: Overview of ArguGraph: the process begins with the extraction
of claims from sentences splitted text (step 1). Extracted claims are disam-
biguated through coreference resolution and further splitted in sentences (step
2). Most probable textual entailment relations are assigned to each sentence
pairs (step 3). Finally, thanks to heuristics a graph-based representation of the
argumentative content is derived as an argument map (step 4).

ation of a claim with evidence). Argument maps have been used extensively
in several different research fields, ranging from pedagogical to legal, and de-
sign domains [11, 43]. However, their popularity has recently soared in teach-
ing and learning environments where these tools are deemed to be helpful
for critical thinking and writing development [40], although experimental find-
ings are not always consistent [30]. To date, quite a few software have been
made available on the market to support users in the representation of argu-
mentation knowledge [34]: among the others, ArgMap, Araucaria [31], Athena
[22], Belvedere [38], Convince me [33], Digalo [35], LARGO [29], Rationale
[43], and Reason!Able [42]. Unfortunately, there are no software tools capable
of automatically inducing argument maps from texts, nor are there datasets
available with manually generated argument maps aligned with the texts from
which they were extracted. For this reason, in the present work, we evaluate
the content of the induced argument maps with manual annotation performed
for argument mining on a set of argumentative essays (Section 5.2).

2.2 Argument Mining Pipelines

The first attempt to partially implement an argument mining pipeline was MAR-
GOT, a web-based system for argument mining designed for non-specialist
users [20] 2. Trained on the IBM corpus, it employs Tree Kernels for feature-
rich analysis. MARGOT’s versatility is tested for various genres, including

2http://margot.disi.unibo.it
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Wikipedia, news articles, and Reddit comments. This system extracts argu-
mentative sentences and identifies claim and evidence boundaries, but does
not classify relations between components. Labeling of argument relations
is also the missing step in the argument mining framework proposed by [17]
which is structured around three key tasks leveraging fine-tuned large lan-
guage models (argument detection, topic extraction, and argument stance
classification). [24] propose a complete pipeline for automated essay scor-
ing. By incorporating argumentative features such as claims, premises, and
support relations into models devoted to this task, the performance on holistic
scoring improved. Unfortunately, an implemented version of the pipeline is not
available for testing. [2] shared the official implementation 3 of the sequential
pipeline for full-text Scholarly Argumentation Mining (SAM) presented in their
paper. The authors leverage SciBERT-based models to advance performance
in argumentative discourse unit recognition (ADUR) and argumentative rela-
tion extraction (ARE). However, the pipeline is designed for a specific textual
genre and its performance for different genres have not been assessed.

Previous approaches in argument mining have reformulated the relationships
between arguments in terms of textual entailment, but only on previously iden-
tified argumentative units. [4] propose a framework to analyze online debates
on Debatepedia, automatically labeling previously annotated argument rela-
tions with a TE open-source software based on the assumption that the prob-
ability of an entailment relation is inversely proportional to the editing distance.
Their work is relevant because it represents the first attempt at using TE in
argument mining. In their experiments, 0.67 is the accuracy obtained on a test
set composed of 110 arguments. [16] use textual entailment for the Fact Ex-
traction and VERification (FEVER) 2018 SemEval shared task to understand
if factual sentences support or refute a factual claim. They train an ESIM (En-
hanced Sequential Inference Model) originally developed for the SNLI dataset;
they improve the organizers’ baseline for the recognition of textual entailment.
However, the FEVER dataset contains exclusively factual information while
argumentation can be based also on not-factual premises and hypotheses.
[7] present and evaluate ten datasets with different deep learning models
containing annotated argumentative relations. They propose a set of strong
cross-dataset baselines based on four neural architectures, with homogenous
results over all datasets. They compare the performances obtained with non-
contextualized and contextualised (e.g. BERT) word embeddings. Apart from
embeddings, they also used sentiment and syntactic features plus a feature
of entailment using AllenNLP, a TE model based on a decomposable attention
model [28]. [32] apply five transformer-based models to predict argument rela-

3https://github.com/DFKI-NLP/sam
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tions on five different domains, fine-tuning the models with data from US2016
debate corpus, the largest existing argument annotated corpus (more than
12,000 relations). The best model is RoBERTa-large, and results on differ-
ent domains are comparable, showing that the model fine-tuned on US2016 is
able to generalize on different data. Concerning previous work, our investiga-
tion is different because 1) we assume that the role of argumentative units can
emerge from the overall network of relationships between the atomic units [21]
of a text and 2) we use models that have not been fine-tuned for argumentative
relations classification (contrary to [7] and [32]).

3 Reframing Argument Components Extraction

In this paper, we reframe the extraction of structurally organized argumentative
content from a text as argument map induction rather than argument mining.
This approach leverages textual entailment relationships between sentences.
We assume that at least some of the entailment and contradiction relations
between sentence pairs correspond to the inferential relations relevant to ar-
gument mapping and argument mining. For example, the support relation in b
can be retrieved as a case of textual entailment (a):

(1) a. T: If you help the needy, God will reward you.
H: Giving to the poor has good consequences.

b. Premise: Arts can enrich people’s cultural lives.
Claim: Arts should by no means been disregarded by the govern-
ment

Argument mapping and argument mining are distinct tasks with different ob-
jectives. Argument maps abstract content from the text by summarizing it with-
out prior linguistic segmentation [11, 12]. In terms of relationships, argument
mapping focuses on logical rather than chronological or rhetorical structures
[26]. However, argument mapping has yet to be validated by solid theories
of informal logic [30]. In contrast, textual entailment allows for a more flexible
directional relationship between text fragments than strict logical entailment
[9].

The quality of an argument map is evaluated based on structural criteria linked
to the enhancement of critical thinking—one of the main pedagogical uses of
argument maps. For instance, generating and rebutting counterarguments is a
cognitively demanding skill [18]. Structurally complex arguments that include
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all argument components are generally considered superior. The complexity
of an argument is strongly influenced by the presence or absence of rebuttals
[13]. Additionally, the density of supporting evidence is a crucial factor: ar-
guments that provide relevant data and information are perceived as stronger
[6]. The inclusion of evidence is fundamental in constructing a solid argument
[10, 25, 45, 41].

These criteria highlight that argument maps can structure content differently
from manual argumentative annotations. For instance, argument mapping can
introduce relationships between arguments not explicitly connected by dis-
course markers and may be located far apart or may be far apart.

Despite these differences, the final outputs of argument mapping and argu-
ment mining are comparable. Argument map components are strongly influ-
enced by Toulmin’s theory [39], which also informs several argument mining
annotation schemes, including the one used for the Persuade 2.0 dataset [8]
(see Section 5.1).

The key question is: To what extent does the structural organization of argu-
mentatively annotated content for argument mining align with the structure of
an argument map? This is a theoretical issue that could be addressed if a
dataset of argumentatively annotated essays were available, following an ar-
gument mining scheme and supplemented with purposefully created argument
maps. In the absence of such a dataset, this study adopts an experimental ap-
proach: Given the basic structure of the essays, how frequently do elements
labeled with analogous tags through an iterative graph-pruning algorithm cor-
respond to those labeled in an argument mining scheme?

4 ArguGraph

We provide an overview of the ArguGraph algorithm. The process begins by
segmenting the text into sentences and extracting claims as atomic facts us-
ing a pre-trained claim extraction model [36] (Section 4.1). For each set of
atomic facts, co-reference resolution is performed before the extracted con-
tent is again split into disambiguated sentences. Next, all possible permuted
pairs of the split sentences are generated, and their most probable textual en-
tailment relation is determined (Section 4.2). The argument map for each text
is represented as a directed graph and the classification of sentences into ar-
gument components is made possible through iterative pruning of the graph
thanks to the structural positions of the elements within the graph (Section 4.3).
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4.1 Claim extraction

Given a text t, we split it into the set of sentences S = {s1, s2, . . . , sn}. Each
sentence is processed by a claim extractor module that derives elementary
information units from the text. The result is a set of textual units T = {t1, t2,
. . . , tn} such that |S| = |T |. Each unit in T corresponds to a summarised
claim that can be composed of more than one sentence. The elements in set
T require further processing as they are potentially ambiguous in terms of ref-
erences. For this reason, every element within the set T is processed with a
co-reference resolution model. Elements are further divided at the sentence
level because extracted and disambiguated claims can be composed of more
than one sentence. The output of this step is the set of sentences S ′ = {s1, s2,
. . . , sn} such that |S ′| > |S|. However, we expect a partial isomorphism be-
tween the two sets, which will be verified during the evaluation phase (Section
5.2).

4.2 Textual entailment between sentence pairs

Given a set of elements representing all permuted sentence pairs,

P = {(si, sj) | si, sj ∈ S ′andsi ̸= sj} (1)

and a set of properties,

T = {entailment, contradiction, neutral} (2)

each sentence pair is assigned the most probable textual entailment relation
using a function:

f : P 7→ T (3)

The result of this function is the output of a large language model (LLM)
trained on natural language inference datasets performing zero-shot classi-
fication (Section 5.1).

4.3 Argument Map Induction

The output of the function f serves as the input for the argument map induction
algorithm. By establishing arcs between nodes representing sentences in an
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entailment relationship, for each text t we create G, a directed graph with po-
tentially multiple disconnected components. We identify as the argumentative
core of the text the connected subgraph V * such that

V ∗ = arg max
V ′⊆V

|V ′| (4)

where V ′ ⊆ V and |V ′| is the subgraph’s 4 The structural positions of the ele-
ments within the subgraph determine the class of the argument components:

— the sink node C of V * is the position or major claim;

— if there is no sink node, the node with the maximum positive difference
between its in-degree and out-degree nodes is identified as the position;

— the set L of in-degree nodes of node C are claims;

The subgraph V * is selectively incremented with sentences in a contradiction
relationship:

— for each node in L the set of in-degree nodes K are counterclaim;

— for each node in K the set of in-degree nodes R are rebuttals.

Through iterative pruning of nodes, the result is a directed graph with edges
of two types (entailments and contradictions) that represent the argumentative
core of the text processed.

A caveat: There is a fourth type of argumentative component, evidence, which
Crossley defines as an idea or example that supports other argumentative el-
ements. From a structural perspective, the methodology presented does not
allow us to distinguish between a node that serves as evidence for the posi-
tion and a node that is a claim without supporting evidence. For this reason,
we have chosen to limit our analysis to the identification of claims, thereby
overestimating their number.

5 Experiments and Results

5.1 NLP argumentative content processing

Dataset. There are multiple manually annotated datasets based on annota-
tion schemes designed to identify the argumentative structure of a short text.

4However, smaller clusters of interconnected nodes remain relevant, as they may still carry
significant argumentative value.
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The experiments reported in this paper involve a subset of PERSUADE 2.0 [8].
PERSUADE 2.0 is a large-scale dataset consisting of over 25,000 argumen-
tative essays written by 6th-12th grade students in the U.S. annotated essays
using seven discourse types5. Leaving out the rhetorical types (e.g., lead and
concluding statements), we focus on four argumentive components:

— position: an opinion or conclusion on the main topic, also called major
claim in [37];

— claim: a claim that supports the position;
— counterclaim: a claim that refutes another claim;
— rebuttal: a claim that refutes a counterclaim.

We evaluate argument maps emerging from 194 essays about a specific topic,
i.e. car-free cities that display the maximum complexity in terms of argumen-
tative structure, i.e. they have at least one (and maximum 2) counterclaim-
rebuttals pairs.

At the current stage, we will not evaluate evidence-type elements defined as
ideas or examples that support the other argumentative components, as they
cannot be unambiguously identified through the argument map induction algo-
rithm.

Experimental setting and results. As described in Section 4.1, for each es-
say in the dataset we split the sentences using the sentence tokenizer module
provided by nltk [3]. Using a distilled version of the claim extractor proposed
by [36], each sentence is processed to collect all the potential claims. The
claims have been disambiguated at the co-reference level using fastcoref [27].
The disambiguated textual content has been split into sentences and all the
permuted pairs (except the pair consisting of the sentence with itself) are gen-
erated. For 194 essays we get 598,582 sentence pairs, with an average of
5471 pairs per essay (std = 4071). Each pair is annotated with three NLI-
based zero-shot classification models6: bart-large-mnli 7, deberta-large-mnli
8, and mDeBERTa-v3-base-mnli-xnli 9. As we can see from Table 1, the mod-
els differ in terms of the type of relationship identified as a percentage of the
total. In particular, mDeBERTa-v3-base-mnli-xnli identifies significantly more
contradictions compared to the other models. The unbalance persists after the
induction of argument maps (see Table 2). Overestimating a relationship that

5The PERSUADE 2.0 dataset is licensed under the Creative Commons Attribution-
NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0) license.

6All the models are licensed under the MIT License.
7https://huggingface.co/facebook/bart-large-mnli
8https://huggingface.co/microsoft/deberta-large-mnli
9https://huggingface.co/MoritzLaurer/mDeBERTa-v3-base-mnli-xnli
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model ent contr neu

mDeBERTa 3.5% 11.9% 84.8%
deberta-large-mnli 26% 2.9% 71.2%
bart-large-mnli 18.4% 2.3% 79.6%

Table 1: Percentages of TE classes for three NLI classification models.

model P C CC R

mDeBERTa 1 9.08± 16.78 15.12± 16.62 26.43± 21.85
deberta 1 42.97± 43.29 6.92± 10.52 4.44± 7
bart 1 30.43± 28.12 8.59± 9.65 6.92± 9.93

Table 2: Average number and std of argumentive elements retrieved for each
essay after iterative pruning of argument maps (P= position, C = claim, E =
evidence, CC = counterclaim, R = rebuttal).

is known to be less frequent in the analyzed texts will result in a lower overall
performance of this model.

num_nodes P C CC R

mDeBERTa -0.29∗∗ 0.36∗∗ 0.12 -0.03
deberta -0.39∗∗ 0.53∗∗∗ 0.26∗ -0.01
bart -0.25∗ 0.40∗∗∗ 0.28∗∗ 0.41∗∗∗

Table 3: Pearson correlations between the number of nodes for each essay
and the ROUGE F1 score of argumentative elements for each model.

5.2 Argument Maps Evaluation

Alternative argument maps emerge from different zero-shot NLI models af-
ter the induction of the argument map. We evaluate the results measuring
with ROUGE metric [19] if the elements identified as positions, claims, coun-
terclaims, and rebuttals are equal or part of the rispective textual elements
manually annotated in Persuade 2.0.

For the argumentative type Position, we evaluate the models by computing
ROUGE-1 F1 between the annotated position in each argumentative essay
and the corresponding node identified through argument map induction.
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Interestingly, there is an overlap among the set of identified position nodes.
This indicates that, regardless of the differing numbers of entailments and con-
tradictions identified by each model, the methodology described in Section 4.3
allows for the unique abstraction of the major claim from the network of rela-
tionships in an argumentation. However, as shown in Figure 2, the position is
definitively identified in only a minority of the essays.

We recall that no content filtering was applied to the analyzed essays, which
certainly contain rhetorical textual elements that should not be included in an
argumentative structure. Moreover, the failure to identify certain elements
could be due to the variable performance of the argument map induction
pipeline on essays that, once processed, appear noisier than others. For ex-
ample, claims that are not explicitly textual or particularly short sentences are
unlikely to be argumentative components. To assess whether the number of
nodes in the graph affects the quality of the automatically identified argumen-
tative components, Table 3 presents the correlations for each model and each
argumentative type.

For all models, there is a significant inverse correlation between the number
of nodes and the ROUGE-1 F1 score for elements classified as Position. This
suggests that an excessive number of textual entailment relationships, leading
to a higher probability of noise in the graph, negatively impacts the identifica-
tion of this element.

Concerning claims, in a conservative approach, we considered only the node
with the highest ROUGE-1 F1 score for each essay. We aimed to determine
whether the pipeline was able to confidently identify at least one of the claims
manually annotated in the Persuade 2.0 essays. As shown in Figure 3, mDe-
BERTa predictably achieves the worst results, as it is the model that underesti-
mates entailment relationships. In this case, the correlation between the num-
ber of nodes and claim identification is positive and significant for all models:
having more nodes increases the likelihood of identifying at least one argu-
mentative element classified as a claim, despite the potential negative effects
on Position identification.

Finally, concerning counterclaim and rebuttal elements, each of which appears
only once per essay in the analyzed dataset, we selected the node with the
highest ROUGE-1 F1 score among those identified as counterclaims and re-
buttals, similar to what was done for claims. Since the identification of these
nodes is based on the contradiction relation, it is easier for mDeBERTa (Fig-
ure 4) which overstimates the contradiction relations. However, for this model
there is no significant correlation with the number of nodes.

In contrast, for BART, there is a positive and significant correlation, particularly
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Figure 2: Distribution of ROUGE-1 F1 scores for position identification across
all models. The histogram illustrates the frequency of different score ranges.

in the case of rebuttals. Overall, BART emerges as the most promising model,
making it the primary candidate for future implementations aimed at pruning
noisy nodes from the graph.

6 Conclusions and Future Work

Argument mining remains a challenging task, hindered by heterogeneous datasets,
error propagation in modular pipelines, and limitations in handling non-contiguous
argumentative elements. ArguGraph addresses these challenges by lever-
aging claim extraction, co-reference resolution, and textual entailment mod-
ules with graph-based heuristics, offering a novel approach for the induction
of structured argumentative content as an argument map. Our experiments
demonstrate that the induction of argument maps from texts partially identifies
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Figure 3: Comparison of ROUGE-1 F1 score distributions for claim identi-
fication across different models. Each histogram represents the frequency
of scores for mDeBERTa-v3-base-mnli-xnli (left), deberta-large-mnli (center),
and bart-large-mnli (right).

the manually annotated argumentative structure even in a zero-shot classifica-
tion scenario of argumentative essays that contain no argumentative compo-
nents. In future work, further heuristics for iterative pruning of the graph will be
tested. We also plan to implement argument map-inspired metrics to measure
the qualitative evaluation of the argument maps.

Limitations

Our approach - as with every argument mining approach - integrates different
components (i.e., textual entailment, co-reference resolution, and claim ex-
traction). The potential errors introduced may affect the overall quality of the
induced argument map, and therefore future investigations with new models
and/or error correction strategies are needed. However, our pipeline does not
aim to extract the complete set of argumentative elements from a text but a
summarized version of them, thus only the presence of significant structural
gaps proves problematic.

Getting textual entailment relations for all sentence pairs is computationally
expensive for longer text. This means that a methodology to identify the most
argumentatively dense parts of a long text for automatic processing with the
pipeline is necessary.

Although the pipeline is general enough to be implemented for any language, it
is undeniable that the performance level of individual modules for less-supported
languages compared to English impacts expectations regarding the output.

Finally, this paper does not present impressive results in terms of performance
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Figure 4: Comparison of ROUGE-1 F1 score distributions for counterclaim and
rebuttal identification across different models. Each histogram represents the
frequency of scores for mDeBERTa-v3-base-mnli-xnli (left), deberta-large-mnli
(center), and bart-large-mnli (right).

on recognized benchmarks.We believe that understanding the argumentative
structure of a text or discourse is a cognitively complex task that cannot be
solved solely through large language models, even by improving their perfor-
mance on individual tasks. On the contrary, it requires a rethinking of the
implementation design. Our contribution, however modest and preliminary, is
a step in that direction.
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analysis of large language models in the domain of legal argument min-
ing. Frontiers in Artificial Intelligence, 6, 2023.
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A An Example of a Processed Argumentative Es-
say

Original text: Reducing the usage of cars in today’s world could be extremely
beneficial. Sure, it is also a hastle having to re-route your commute and
also making the time to get there, but the myriad advantages to the reduc-
tion of car usage is astonishing. Reducing our usage of cars will reduce the
smog in cities, such as Los Angeles, Beijing, and Paris, reduce the stress of
many drivers, and also save people money. Now who doesn’t love money?
Smog/pollution is growing daily in dense, polluted areas. Looking outside of
LA, you can see the dirty, polluted air surrounding the city, as well as the
toxic blanket the covers Beijing. One of the main sources contributing to this
is cars. Greenhouse gases are emitted from tailpipes and go straight into
the atmosphere. In Europe, exhaust makes up fifteen percent of greenhouse
gas emission, and accounts for fifty percent in the United States, FIFTY PER-
CENT. That’s half of the pollution in our country, and an easy solution is to
limit car usage. If your car usage is not limitable, perhaps switching to a hy-
brid car such as a Toyota Prius will make you feel good about contributing
to the cause. Some areas, like Bogota, Colombia, participate in a Car-free
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Day. This day is widely celebrated in the area and is infectiously spreading to
nearby areas and potentially the world soon enough. This day allows for smog
reduction. Cities such as Paris, however, have to ban car usage sometimes
because their smog is so bad. During this ban, hybrid cars and carpooling is
allowed. This shows the extreme measures necessary to reduce the smog in
populated areas. As most people know, driving is stressful and is perhaps a
top contributer of stress in America. In populated areas, rush-hour traffic is
annoying and causes many people to change their schedules. When driving
during rush-hour, you are in constant fear of potentially being cut-off and your
risk of being in an accident heightens dramtically. With that being said, what if
I told you there was a way to completely cut out this fear? Communities such
as Vauban, Germany are helping alleviate stress by making car-free commu-
nities. Within these communities, cars are allowed to be owned, but you must
park it in a parking garage at the end of the community and also buy a spot...
for $40,000. Cars are used rarely, as restaurants, shops, and others are within
walking distance of these communities. Cars are only used for long-distance
travel and are permitted on highways and on the outer edges of the area. The
stress is alleviated because you can walk outside, grab your mail, and listen
to the birds if want, all without the worry of cars. You don’t need to constant
check your rear-view mirrors if you’re walking to your favorite restaurant. With
the introduction of smartphones and the constantly growing usage rate of the
internet, people don’t need cars to communicate anymore. They can simply
go on Facebook, Twitter, Snapchat, Instagram, etc. to communicate. Finally,
the reduction of car usage allows for people to save money, and a significant
amount too. If you live in a neighborhood such as Vauban, there may be no
need for a car at all. In today’s world, a good car costs somewhere are 30-40
thousand dollars. Imagine what you could do with that much money. You could
get a nice house, or travel to your favorite destination, or anything really. You
could send your kid to a nice college! And the drawbacks are small, because
everything is within a twenty minute walk. That sounds pretty nice to me.

B Computing Environment

All experiments were conducted using Google Colab Pro, leveraging NVIDIA
Tesla T4. The specific Python environment used was based on Google Co-
lab’s default runtime, with the following specifications (Ubuntu 20.04, Python
Version: 3.10.12). On average, processing each essay took approximately 1
minute and 30 seconds.
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Figure 5: Visualization of the graph induced from the essay in the Appendix A.
In red the position, in pink the claims, in teal the counterclaims, and in lilac the
rebuttals.
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